Bigger is Better
Trends in super computers, super

software, and super data
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Why are supercomputers needed?

FIVE NOVELS IN ONE OUTRAGEOUS VOLUME

DOUGLAS

The universe is famously large....
Douglas Adams
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Complexity and beauty on a vast range of scales
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Equations of astrophysics fluid dynamics
(non-relativistic)

Conservation of Mass % + pVev = 0 (1)
t .
Conservation of Momentum p_%; — _Vp+ (i) F 4 % (VxB) xB — pVd; (2)
. O 47T

D [e .
Conservation of Gas Energy PE (E) + pV-v = ckgk — dmkpBpr (3)

Conservation of Radiation pﬂ (E) + VF + Vv:P = 47kpB, — ckgE; (4)

Energy Dt \ p

Conservation of Magnetic Flux E = Vx (vxB). (5)
ot

Newton’s law of Gravity VD = 4xGp. (15)

Microphysics p(,o, e), Koy Key






Outline

Astrocomputing and supercomputing

A bit about computational methodology

Supercomputing technology trends

Exploring cosmic Renaissance with
supercomputers



Astrocomputing and Supercomputing

* Astrophysicists have Il H YS | |: S I [I [| H Y

always been at the OCTOBER 199§
vanguard of
supercomputing

— Martin Schwarzschild used
LASL's ENIAC for stellar
evolution calculations (40s
50s)

— Stirling Colgate, Jim Wilson
pioneering simulations of

core collapse supernovae
(late 60s)

— Larry Smarr 2-black hole
collision (mid 70s)

SPECIAL ISSUE: 50 YEARS QF COMPUTERS AND PHYSICISTS

“Probing Cosmic Mysteries Using Supercomputers”, Norman (1996)
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Gravitational N-body simulations

simulation particles

101D

10°

10°

10°

direct summation
P°M or AP'M

distnbuted-memory parallel Tree
parallel or vectorized P°M

distributed-memory parallel TreePM

[ 1] Peebles [1970)
[ 2] Miyoshl & Kihara (1575)

[ 3] Whita {1375)

[ 4] Aarseth, Tumer & Gott {1575)

[ 5] Efstathiou & Eastwood {1581)

[ 6] Davis, Efstathiou, Frenk & White [1985)
[ 7] Whita, Frenk, Davis, Efstathiou {1957)

[ 8] Carberg & Couchman (1983)

[ 9] Suto & Suginohara (1981)

[10] Warren, Guinn, Samon & Zurek (1952)
[11] Gel & Barschingar {1994) ]
[12] Zurek, Culnn, Samon & Wamen (1994)
[13] Jenkins et al. [1298)

[14] Govemato et al. {1989)

[15] Boge, Bancal, Ford & OStriker (2001)

[1€] Colberg et al. {2000} —
[17] Wambsganss, Bode & Ostriker [2004)

[1E] Springal &t & [2005)

1990

year

(N=10%?, 2012)

2012 ACM
Gordon Bell
prize finalist
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Astrocomputing and Data computing

 Astronomers have
always been at the
vanguard of digital data
explosion

— VLA radio telescope
— Hubble Space Telescope
— Sloan Digital Sky Survey
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e “The Cosmic Genome Project”

e Two surveys in one
— Photometric survey in 5 bands
— Spectroscopic redshift survey
e Data is public
— 2.5 Terapixels of images
— 40 TB of raw data => 120TB processed
— 5 TB catalogs => 35TB in the end

e Started in 1992, finished in 2008

« Database and spectrograph
built at JHU (SkyServer)

Slide courtesy of Alex Szalay, JHU

The University of Chicago

Princeton University

The Johns Hopkins University

The University of Washington

New Mexico State University

Fermi National Accelerator Laboratory
US Naval Observatory

The Japanese Participation Group
The Institute for Advanced Study

Max Planck Inst, Heidelberg

Sloan Foundation, NSF, DOE, NASA



LSST PanSTARRS
8.4m 3.2Gpixel 1.8m 1.4Gpixel



Galaxy Survey Trends
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How are supercomputers used?

A BIT ABOUT COMPUTATIONAL
METHODOLOGY



12th ‘Kingston meeting’: Computational Astrophysics
ASP Conference Series Vol 123, 1997
David A. Clarke & Michael J. West (eds.)

Computational Astrophysics: The “New Astronomy” for
the 21st Century

Michael L. Norman

Laboratory for Computational Astrophysics, Astronomy Department,
and NCSA, Unwversity of Illinois at Urbana-Champaign, Urbana, IL
61801, U.S.A.

Abstract. [ discuss the role computer simulation has played in astro-
nomical research, reviewing briefly the origins of the field only to place
into perspective the enormous strides which have been achieved in recent
decades. I will highlight areas where computational astrophysics has al-
ready made a scientific impact, and attempt to discover the conditions
which lead to real progress. Finally, I will prognosticate on what the
future may hold in store for the second “New Astronomy” revolution
already well underway.
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Figure 2.

Synergies between observational, theoretical and computational
astrophysics.



Sensitivity analysis/
Uncertainty
Quantification

Mathematical model

<=

Consistent numerical
representation

Verified software
implementation

Application to problem
of interest

Scientific Analysis

Software engineering
best practices

Analytic solutions or
experimental results

Numerical experiment
design



COMPUTATIONAL ASTROPHYSICS

multi-physics

physical

resolution

complexity spatio-temporal

hi-res.

mono-physics low-res.

1D

3D

dimensionality

4D

Figure 4.  Progress in numerical modeling occurs along (at least) three
axes in a conceptual phase space: dimensionality, spatio-temporal resolution,

and physical complexity.
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Effect of Additional Physics




Effect of Increased Dimensionality

: F:.; 1(.1—:!]time series of gray-scale images of the three-dimensional distribution of the logarithm of the density taken at t = 0.5, (left), t = 2.0, (center), and
= i - '."Ig N ’

STONE & NorMan (see 390, L18)

Stone and Norman (1992)
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Figure 8.  The primary contribution of a numerical model changes as it
matures.



TRENDS IN
SUPERCOMPUTERS



Top500 #3 Cray XT5 Jaguar (Oak Ridge, USA)

37,360 AMD Operton CPUs, 6 cores/CPU =224K cores
2.3 Pflops peak speed
3D torus interconnect




Top500 #2 Tainhe-1A (Tianjin, China)

Hybrid CPU/GPU cluster (XEON/NVIDIA) 186K cores
4.7 Pflops peak speed
Proprietary interconnect




Top500 #1 Fujitsu K Computer (Riken, Japan)

88,000 Sparc64 CPUs, 8 cores/CPU = 700K cores
11.28 Pflops peak speed
Tofu interconnect (6D torus = 3D torus of 3D tori)




US retakes supercomputing crown with 16-
petaflops Sequoia; China promises 100
petaflops by 2015

By Sebastian Anthony on June ? at 2:05 | 3 Comments




Evolution of the #1 supercomputer: GFLOPS
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Evolution of the #1 supercomputer: cores
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It’s all about the cores

Cores come in many forms How you access them is different
e Multicore CPUs e On the compute node

e Many core CPUs e Attached devices (GPUs,

e GPUs FPGAs,

Memiory Comroer

=T ==l o
| | {i Rl

il i - y e, !

! Cofe | FEEJ.F‘EE-;;['J'E-!'MP.[ Core | Core . |

| i I ?

o
i
k|
4

1
E
=
F

1 et i
il - Sher8a3 Caichve--
= g

- - -

| e

Intel 6-core CPU ===
NVIDA GPU



Evolution of the #1 supercomputer: GFLOPS / core
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Evolution of the #1 supercomputer: power (kW)

15,000

A

L
: v

1993 1994 1996 1997 1999 2000 2002 2003 2005 2006 2008 2009 2011

Data source: Tops00 www.pingdom.com




System Power (MW)

Energy cost to reach Exaflop
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From Peter Kogge,
DARPA Exascale Study



Sequoia packaging hierarchy focuses on
simplicity and low-power consumption
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TRENDS IN SUPER DATA



The Data Deluge In Science

earth sciences

< b
High energy physics & xj—%‘(

A\
g |

genomic
medicine

SDS' SAN DIEGO SUPERCOMPUTER CENTER Y

at the UNIVERSITY OF CALIFORNIA; SAN DIEGO UCSD




Why IS scientific research

becoming data-intensive?

 Capacity to generate, store, transmit digital data is
growing exponentially
 digital sensors follow Moore’s Law too

 New fields of science driven by high-throughput
gene sequencers, CCDs, and sensor nets
e genomics, proteomics, and metagenomics
« astronomical sky surveys
e seismic, oceanographic, ecological “observatories”

« Emergence of the Internet (wired and wireless)
» remote access to data archives and collaborators

Supercomputers are prodigious data generators

SDS' SAN DIEGO SUPERCOMPUTER CENTER Y

at the UNIVERSITY OF CALIFORNIA: SAN DIEGO U SD




Cosmological Simulation Growth

(M. Norman)

1994
2003
2006
2009
2010

5123

10243
20483
40963
64003

1/8

64
262

512
512
2048
16K
93K

TMC CM5
IBM SP3
IBM SP3
Cray XT5
Cray XT5

* Increase of >2000 in problem size in 16 years

o 2X every 1.5 years = Moore’s law for

supercomputers

SDS' SAN DIEGO SUPERCOMPUTER CENTER

> @

at the UNIVERSITY OF CALIFORNIA: SAN DIEGO U SD



Coping with the data deluge

e Density of storage media
Keeping pace with Moore’s
aw, but not I/O rates

e Time to process exponentially

growing amounts of data is
growing exponentially

e Latency for random access
limited by disk read head
speed

e Key insight: flash SSD
reduces read latency by 100x

SDS' SAN DIEGO SUPERCOMPUTER CENTER Y

at the UNIVERSITY OF CALIFORNIA; SAN DIEGO UCSD
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2012: Era of Data Su;{)erco puting Begins

}_J,..

Michael L. Norman w Snavely
Principal Investigator Co-Principal Investigator
Director, SDSC Projett Scientist
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What 1s Gordon?

A “data-intensive” supercomputer based on SSD
flash memory and virtual shared memory

« Emphasizes MEM and 10 over FLOPS

A system designed to accelerate access to
massive amounts of data being generated in all
fields of science, engineering, medicine, and
social science

 Went into production Feb. 2012

 Funded by the National Science Foundation and
available as to US researchers and their foreign
collaborators thru XSEDE

SDS' SAN DIEGO SUPERCOMPUTER CENTER Y

at the UNIVERSITY OF CALIFORNIA; SAN DIEGO | JCSTD




2012: First Academic Data-Supercomputer
“*Gordon’”

e 16K cores/340 TF
e 64 TB DRAM

« 300 TB of flash SSD &
memory

e software shared
memory
“supernodes”

e Designed for “Big
Data Analytics”

SDS' SAN DIEGO SUPERCOMPUTER CENTER Y

at the UNIVERSITY OF CALIFORNIA: SAN DIEGO U SD




Gordon Design: Two Driving Ideas

« Observation #1: Data keeps getting further away
from processor cores (“red shift”)

Do we need a new level in the memory hierarchy?

 Observation #2: Data-intensive applications may
be serial and difficult to parallelize

 Wouldn't a large, shared memory machine be better from
the standpoint of researcher productivity?

« =>Rapid prototyping of new approaches to data analysis

SDS' SAN DIEGO SUPERCOMPUTER CENTER Y

at the UNIVERSITY OF CALIFORNIA; SAN DIEGO UCSD




The Memory Hierarchy of a Typical
Supercomputer

egisters

( I cycle) Shared memory
Caches programming
(2-10cycles)
Memory
(100 cycles) —

Message passing
programming

Latency Gap

Spinning Disks _
/ sl (10,000,000 cycles) DATA \ Disk 10

SDS' SAN DIEGO SUPERCOMPUTER CENTER Y

at the UNIVERSITY OF CALIFORNIA; SAN DIEGO UCSD




The Memory Hierarchy of Gordon

Flash Drives

de (100,000 cycles) DATA

Spinning Disks C — Disk /O
(10,000,000 cycles) )
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-"‘M' Bttt | programming

€mory {"

(100 cycles) |

|

|

|

|

|

|

|

|

SDS' SAN DIEGO SUPERCOMPUTER CENTER Y

at the UNIVERSITY OF CALIFORNIA; SAN DIEGO UCSD




Gordon 32-way Supernode

/ vSMP aggregation SW \

ION

ION
Dual WM Dual WM
kmp 4.8 TB flash SSD IOP 4.8 TB flash SSD /

SDS' SAN DIEGO SUPERCOMPUTER CENTER Y

at the UNIVERSITY OF CALIFORNIA; SAN DIEGO UCSD




Gordon 32-way Supernode
a N\

e N\
2 TB DRAM
\_ J
a I
/

k 9.6 TB SSD, >1 Million IOPS
.

SDS' SAN DIEGO SUPERCOMPUTER CENTER Y

at the UNIVERSITY OF CALIFORNIA; SAN DIEGO UCSD




Gordon Architecture: Full Machine

e 32 supernodes =
1024 compute nodes

e Dual rail QDR
Infintband network
e 3D torus (4x4x4)
4 PB rotating disk
parallel file system
« >100 GB/s

SDS' SAN DIEGO SUPERCOMPUTER CENTER Y
_____________________________________________________________________________________________________________|

at the UNIVERSITY OF CALIFORNIA: SAN DIEGO U SD



Probing Cosmic Renaissance by
Supercomputer

Dark Energy
Accelerated Expansion
Afterglow Light .
Pattern Dark Ages Development of
400,000 yrs. / Galaxies, Planets, etc.

Inflation

Fluctuations

1st Stars
about 400 million yrs.

Big Bang Expansion
13.7 billion years




Time since the
Big Bang (years)

~ 300 thousand

~ 500 million

Cosmic
Renaissance

~ 1 billion

= 9 billion

= 13 bhillion

A Schematic Outline of the Cosmic History

1. First Stars

2. First Galaxies'

5.G. Djorgovski et al. & Digital Media Center, Caltech

<-The Big Bang

The Universe filled
with jonized gas

<-The Universe becomes
neutral and opaque

The Dark Ages start

Galaxies and Quasars
begin to form
The Reionization starts

The Cosmic Renaissance
The Dark Ages end

<-Reijonization complete,
the Universe becomes
transparent again

Galaxies evolve

The Solar System forms

Today: Astronomers
figure it all out!




Simulating the first generation of stars
in the universe

N If large objects form via

mergers of smaller " NATIONAL
objects........ GEOGRAPHIC

N What kind of objectii IS ;' fij_;--- »
formed? :

X What is their S|gn|f|cance?

L

B ST T
THE FIRST
- -- | L

February 2003



Universe In a Box



The Universe Is an IVP suitable
for computation

* Globally, the universe evolves

according to the Friedmann eguation
2

a 871G K A

H(t) =| — :—p——-|-—
a’ 3
: .
cosmological
Hubble parameter constant
mass-energy spacetime

scale factor a(t) density curvature



The Universe Is an IVP...

 Locally*, its contents obey:

— Newton’s laws of gravitational N-body
dynamics for stars and collisionless dark
maltter

— Euler or MHD equations for baryonic
gas/plasma

— Atomic and molecular processes important
for the condensation of stars and galaxies
from diffuse gas

— Radiative transfer equation for photons

(*scales << horizon scale ~ ct)



Gridding the Universe

e Transformation to o Triply-periodic

comoving boundary conditions
coordinates x=r/a(t) .- e
e | | ‘ ‘
But what about initial conditions?
T ‘
a(ty) aty) e



Baby Picture of the Universe

Image Shows Temperature Fluctuations in
CMBR at 380,000 yr after BB

AT/T~104

NASA/Princeton WMAP team




Gravitational Instability: Origin

<p>

<p>

of Cosmic Structure

very small fluctuations
A C

M_.X

B

gravity amplifies fluctuations

J\/\WX

B



Formation of First Bound Objects (Minihalos)

8 Mpc
1 billion particles/cells



Formation of First Stars

Abel, Bryan & Norman (2001) Science
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Formation of a First Generation Star
(Zoom-in on one minihalo)







Findings and Implications
Abel, Bryan & Norman (2002; Science Express)

First stars are massive: ~100 M(solar)
Only one star forms per microgalaxy

They will be extraordinarily luminous and photo-
ionize the intergalactic medlum

They will explode as supérnovae, and seed the
universe with heavy elements (C, N, O, Ca, Si,




o
I i
e BEF

gasto cool faster anc All of this physics needs
produce the first to be simulated over a

o V4
normal stars - Vast range of scales




The Birth of a Galaxy
Wise et al. 20123a,b

utput 0019
z =15.82
258 Myr

wity (g/er
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The (Violent) Birth of a Galaxy
Wise et al. 20123a,b

utput 0019
z=15.82

410000

1000

59.46 kpc



The Birth of a Galaxy Stars

og M = 8.82, f,..=-0.148, log M, = 6:07




First Galaxies and Reionization




Cosmology simulation matter power spectrum
measurement using vSMP

We have run two large (32003 uniform grid) simulations, with and without radiation hydrodynamics, to
measure the effect of the light from the first stars on the evolution of the universe. To quantitatively
compare the matter distribution of each simulation, we use radially binned 3D power spectra.

2 simulations

32008 uniform 3D grids
244GiB+ per field
15k+ files each

* Ran existing OpenMP-
threaded code

» ~256GiB memory used

* ~5 Y hours per field

* 0 development effort

Individual simulations

Difference Power spectra

Baryon Density Power

— RHD,z=7
-- HD,z=7

— PAHD,z=65
- HD,z=65

SAN DEGO SUPERCOMPUTER CENTER

Non-Radiative ' Radiative Argonne

Source: Rick Wagner, Michael L. Norman. SDC. Used by permission. 2012 m
SDS' SAN DIEGO SUPERCOMPUTER CENTER | Y

at the UNIVERSITY OF CALIFORNIA; SAN DIEGO UCSD




Key messages

e Astrocomputing and supercomputing

— Astronomers have always been on the vanguard

— Astronomy applications are voracious in their computing demands

e Technology trends

HW: Moore’s law for supercomputing is alive and well (if not
accelerating)

HW: Its all about the cores; different ways they are offered
SW: Efficient use requires heroic programming efforts

Data: new data-intensive architectures needed to cope with data
deluge (Gordon)

e Applications to Cosmic Renaissance

First stars=>»first galaxies=2reionization
Suppression of DM power by Jeans smoothing
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